
 

 

Parameter: Journal of Statistics 

Available at https://bestjournal.untad.ac.id/index.php/parameter 
Vol. 2 No. 1 2021, 32 - 39   

DOI: https://doi.org/10.22487/27765660.2021.v2.i1.15681 eISSN: 2776-5660 

*Received: Nov 2021; Reviewed: Dec 2021; Published: Dec 2021 

 

FORECASTING OF THE AMOUNT OF RUPIAH BANKNOTES FLOWS IN THE 

EAST REGION OF INDONESIA USING CIRCULAR REGRESSION 

Jassinca Chrissma Audina1*, Rais2, Lilies Handayani3  
123Tadulako University, Central Sulawesi, Indonesia 

 

*e-mail: jassinca.c.audina@gmail.com  

 

ABSTRACT 

Money is a tool that can be used in exchanging goods and services in a certain area. Increasing and 

decreasing in the money supply excessively can have a negative impact on the economy. For this reason, 

in order to maintain financial system stability in Indonesia, it is necessary to conduct an analysis of the 

data on the amount of outflows of rupiah currency at each Bank Indonesia office. In this study, a 

relationship analysis will be carried out between the eastern region of Indonesia and the amount of 

outflows of Bank Indonesia banknotes during the 2016-2018 period using circular regression analysis. 

The results showed that 83.03% of the variation in the amount of outflows of BI banknotes could be 

explained by the circular regression model that was formed. In addition, in the process of forecasting 

data on the amount of outflows of BI banknotes in the eastern region of Indonesia for the 2019-2020 

period, the time series forecasting method is used which is based on the use of analysis of the 

relationship pattern between the estimated variables and the time variable. 
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INTRODUCTION 

The definition of money is something that is generally accepted as a means of payment in a certain 

area or as a means of paying debts or as a means to purchase goods and services. In other words, money 

is a tool that can be used to exchange both goods and services in a certain area (Kasmir, 2011). In the 

economy, the role of money is very important. It is normal for the money supply to increase or decrease, 

but excessive increases and decreases in the money supply can have a negative impact on the economy. 

Therefore, the money supply needs to be adjusted to the economic conditions, which is the role of Bank 

Indonesia (BI) to carry out this task. 

Bank Indonesia is the central bank of the Republic of Indonesia in accordance with Article 23D 

of the Constitution of the Republic of Indonesia and Act Number 23 of 1999 concerning Bank Indonesia. 

As the central bank, BI has a single goal, namely to achieve and maintain stability in the value of the 

rupiah. To achieve this goal, BI is supported by three pillars, which are three areas of its duties as 

stipulated in Article 8 of Law Number 23 of 1999. These three tasks are to establish and implement 

monetary policy, regulate and maintain the smooth running of the payment system, and regulate and 

supervise the Bank. BI is also the only institution that has the right to circulate money in Indonesia 

(Pemerintah Indonesia, 2007). The need for rupiah at each Bank Indonesia office is based on the amount 

of inventory, the need for payment, exchange, and replacement of money for a certain period of time 

(Sigalingging, Setiawan, & Sihaloho, 2004). Thus, this is necessary to analyze the data on the amount 

of outflows of rupiah banknotes at each BI office in order to be able to adjust to the amount of rupiah 

inflows at each BI office each year. This is conducted in order to maintain the stability of the financial 

system in Indonesia. 

The current development of data analysis is still dominant using linear statistics. In statistics, there 

are other types of data, namely directed data. One type of directed data is circular data, which is data 

that is measured periodically in the form of an angle or two-dimensional oriented, which is unitary in 

time or degrees of direction (Jammalamadaka & Sengupta, 2001). According to Abuzaid, Hussin, and 

Rambli (2011), linear and circular data have different topological spaces that require different analysis. 

Therefore, it is not appropriate to analyze circular data using linear statistics, so that circular data needs 

to be analyzed using circular statistical analysis. Circular statistical analysis is often also used to model 

data, which is expressed in terms of direction and time. 

Statistical analysis that aims to model the causal relationship between the independent variable 

and the response variable is regression analysis. If there is one independent variable or the response 

variable is circular data, then the regression analysis used is circular regression analysis 

(Jammalamadaka & Sarma, 1988). 

Several studies related to the methods and cases in this study are the research conducted by 

Hidayat (2016) analyzed the relationship between the type of museum and the number of museum 

visitors in DKI Jakarta using circular regression analysis, which both types of data are circular data. 

Another study was conducted by Rohazim (2016) with the case of climate data modeling using multiple 

linear circular regression analysis where the response variable is linear data, while one of the 

independent variables is circular data. Meanwhile, the research conducted by Maria, Sedana, and Artini 

(2017) analyzed the effect of interest rates, inflation, and growth in gross domestic product on the money 

supply in Timor-Leste using multiple regression analysis. 

This study raises the case of the number of banknotes outflows through the central office of Bank 

Indonesia and domestic representative offices of Bank Indonesia in 14 provinces in the eastern region 

of Indonesia during the 2016-2018 period, then an analysis of the relationship between regions and the 

amount of banknotes outflows will be conducted using circular regression analysis. 

 

MATERIALS AND METHODS  

1. Data Sources 

In this research, the process of taking and collecting data is obtained indirectly from the object or 

research subject, in the other words, it is secondary data. The data used in this study is data on the 

number of outflows of rupiah banknotes in the eastern region of Indonesia in 2016-2018 based on the 

division of work units in the 2018 Indonesian Economic Report, which consists of the Provinces of Bali, 

West Nusa Tenggara, East Nusa Tenggara, West Kalimantan, Central Kalimantan, South Kalimantan, 

East Kalimantan, North Sulawesi, Central Sulawesi, South Sulawesi, Southeast Sulawesi, North 

Maluku, Maluku and Papua. 
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2. Research Variables 

In this study, analysis of the relationship between regions consisting of 14 provinces and the total 

outflows of Bank Indonesia banknotes for the 2016-2018 period will be carried out. Therefore, the 

response variable used is data on the transformation of the number of outflows of rupiah banknotes in 

the eastern region of Indonesia for the 2016-2018 period (Y), while the independent variables include 

cos (province) which is data from 14 provinces in eastern Indonesia that repeats for 3 years for the cos 

function (𝑋1) and sin (province) which is data from 14 provinces in the eastern region of Indonesia that 

repeats for 3 years for the sin function (𝑋2).   

 

3. Methods 

The method used in this research is the Circular Regression. The Circular regression analysis is a 

regression analysis used to evaluate the relationship between the independent variable and the response 

variable with the response variable or independent being circular data, or the independent variable and 

the response variable being circular data. According to Mardia and Sutton (1978), the circular regression 

model is as follows: 

𝑌 = 𝑀 + 𝐴1 𝑐𝑜𝑠 𝑐𝑜𝑠 𝑡 + 𝐴2 𝑠𝑖𝑛 𝑠𝑖𝑛 𝑡 + 𝜀   (1) 

 

Where Y is the dependent variable, M is the general mean, 𝐴1 is the regression parameter for the cos 

function and 𝐴2 is the regression parameter for the sin function, and t as the circular independent variable 

and 𝜀𝑖 is the residual random component. 

 

4. Data Analysis 

The data analysis design using the circular regression analysis method is as follows: 

1. Conducting normality test on the data on the outflow of rupiah banknotes in the eastern 

region of Indonesia for the 2016-2018 period to find out the distribution of the data. 

2. Transforming data on the outflow of rupiah banknotes in the eastern region of Indonesia for 

the 2016-2018 period into circular form. 

3. Forming cos (province) and sin (province) as independent variables by using trigonometric 

functions sine and cosine from 14 regions and 3 periods. 

4. Performing circular regression analysis, using data on the transformation of the total outflow 

of Bank Indonesia banknotes into circular form as the response variable, as well as the cos 

(province) and sin (province) variables as independent variables which are also circular. The 

stages in circular regression analysis include: 

a.  Circular regression assumption test 

b.  Formation of circular regression model 

5. Performing goodness of fit test which is measured by using the coefficient of determination 

(𝑅2) and the statistical value of F. 

6. Forecasting the amount of outflow of rupiah banknotes in the eastern region of Indonesia for 

the 2019-2020 period. 

 

RESULTS AND DISCUSSION 

1. Data Transformation 

The determination of whether a linear data needs to be transformed into circular data or not, can 

be seen from the distribution of the observation data. If the observation data is not normally distributed, 

it is necessary to handle the data, one of which is by transforming the data with the aim of increasing 

the suitability of the data with the assumptions that underlie the modeling process, which in this study 

used circular data transformation.  

Conclusions regarding the normality of the observed data will be carried out using the 

Kolmogorov-Smirnov test to test whether the distribution of the observed sample data is in accordance 

with the normal distribution or not. If the probability value or p–value is greater than the significance 

level value of 0.05, then the observation data is normally distributed. Moreover, if the probability value 

or p-value is smaller than the 0.05 level of significance, then the distribution of the observation data is 

not normal. 

The results of the normality test using the Kolmogorov–Smirnov statistical test are obtained as 

shown in Table 1. 
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Table 1. Kolmogorov-Smirnov Test for Initial Data 

D p-value 

1.00 2.220 × 10−16 

 

According to the Kolmogorov-Smirnov test shown in Table, the D statistic value is 1.00 and the 

p-value is 2.220 × 10−16. If the value of D is compared with the critical value in the Kolmogorov-

Smirnov statistical quantile table (𝐷𝑡𝑎𝑏𝑙𝑒), the sample size is 𝑛 = 42 and the significance level value is 

𝛼 =  0.05, which is 0.210. So, it can be seen that the value of 𝐷 > 𝐷𝑡𝑎𝑏𝑙𝑒 and the value of 𝑝 − 𝑣𝑎𝑙𝑢𝑒 <
0.05, so the hypothesis rejects 𝐻0 which means that the residual distribution has a different distribution 

from the normal distribution. Thus, the observation data needs to be transformed into circular data so 

that it can then be analyzed using circular regression analysis. The results of the transformation of 

observational data are obtained by using software R, where in the process, the transformation does not 

change the data value, but changes the data type into a circular data form. 

 

2. The Formation of Independent Variables 

The formation of independent variables is carried out using the trigonometric functions of sine 

and cosine on regional variables, which consist of the names of 14 provinces in the eastern region of 

Indonesia which are repeated for 3 periods. By using the equations 𝑥 = 𝑐𝑜𝑠 𝜃 and 𝑦 = 𝑠𝑖𝑛 𝜃, the 

independent variables will be obtained in the form of cos (province) and sin (province). The value of 𝜃 

is the result of the multiplication between the results of the conversion of regional variables, from 

categorical form to numerical form, with a value of 
2 𝑝𝑖

42
. 

 

3. Circular Regression Assumption Test 

There are several assumptions that must be met in the circular regression analysis, including 

normally distributed residuals, homogeneous residual variances, independent residuals, and no 

correlation between independent variables (multicollinearity does not occur). 

1. Normality Test 

The statistical normality detection is by using the Kolmogorov-Smirnov test. The 

Kolmogorov-Smirnov test is used to test whether the observed distribution of sample data 

corresponds to a certain theoretical distribution or not. The theoretical distribution referred to in 

the normality test is the normal distribution. The test hypothesis, generally written: 

𝐻0 ∶   𝐹𝑠(𝑥) = 𝐹𝑡(𝑥), the residual distribution has the same distribution as the normal distribution 

𝐻1 ∶  𝐹𝑠(𝑥) ≠ 𝐹𝑡(𝑥), The residual distribution has a different distribution from the normal 

distribution 

By using R software, the value of D for the Kolmogorov-Smirnov test is obtained as follows: 

Table 2. Kolmogorov-Smirnov Test 

D p-value 

0.103 0.725 

 

Furthermore, to draw conclusions on the Kolmogorov-Smirnov test, the statistical value of 

D in Table 2 is compared with the critical value in the Kolmogorov-Smirnov statistical quantile 

table (𝐷𝑡𝑎𝑏𝑙𝑒). At the sample size 𝑛 =  42 and the value of the significance level 𝛼 =  0.05, the 

𝐷𝑡𝑎𝑏𝑙𝑒 value is 0.210. Thus, it can be seen that the value of 𝐷 < 𝐷𝑡𝑎𝑏𝑙𝑒, so the hypothesis fails to 

reject 𝐻0 which means that the residual distribution has the same distribution as the normal 

distribution. In addition, by comparing the p-value with a significance level of 0.05, it can be 

concluded that the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 (0.725)  >  0.05, so the hypothesis also failed to reject 𝐻0. 

 

2. Heteroscedasticity Test 

The heteroscedasticity test aims to test whether in the regression model there is an 

inequality of residual variance from one observation to another. Detecting the homogeneous of 

residuals variance can be done using the Bartlett formal test. The hypothesis used is as follows: 

𝐻0 : The residual variance is homogeneous 
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𝐻1 : The residual variance is not homogeneous 
 

The results of the Bartlett formal test using statistical tests which were obtained using the 

R software, can be seen in Table 3. 

Table 3. Bartlett Test of Homogeneity of Variances 

Bartlett's K-squared p-value 

9.995 0.694 

 

The conclusion on Bartlett's test can be drawn by comparing the value of Bartlett's K-

squared (𝜒2) in Table 3 with the value of 𝜒𝛼,𝑘−1
2  in the Chi Square table. With a value of 𝛼 =

0.05 and 𝑘 = 14, the value of 𝜒0.05,13
2  is 22,362, where 𝜒2 < 𝜒0.05,13

2 , which means that the 

hypothesis fails to reject 𝐻0 or the variance of the residual is homogeneous. In addition, from the 

comparison between the p-value in Table 3 and the significance level of 0.05, the p-value (0.694) 

> 0.05, so it can be concluded that the hypothesis failed to reject 𝐻0 which means that the residual 

variance is homogeneous. 

 

3. Autocorrelation Test 

The autocorrelation test aims to test whether in the regression model there is a correlation 

between the residuals in the t observation data and the residuals in the t-1 observation data. 

Detecting independent residuals can be done using the Durbin Watson formal test. The hypothesis 

used is as follows: 

𝐻0 : The residuals are independent 

𝐻1 : The residuals are not independent 
 

By using the R software, the results of the Durbin Watson formal test are obtained as shown 

in Table 4. 
Table 4. Durbin Watson Test 

dw p-value 

1.881 0.253 

 

Based on the results of the Durbin Watson formal test in Table 4, the dw value of 1.881 and 

the p-value of 0.253 were obtained. With a significance level of 0.05, 𝑛 = 42, and 𝑘 = 2, using 

the Durbin Watson table, the 𝑑𝐿 and 𝑑𝑈 values can be obtained, respectively, which are 1,407 and 

1,606. Based on the comparison results, it can be seen that the value of 𝑑𝑤 (1.881) > 𝑑𝑈 (1.606) 

or 𝑑𝑤 (1.881) < 4 − 𝑑𝑈 (2.394), so that the hypothesis 𝐻0 is accepted, it means that there is no 

autocorrelation or the residuals are independent. In addition, by seeing that the p-value > 0.05, it 

can be concluded that the hypothesis also fails to reject 𝐻0 or that the residuals are independent. 

 

4. Multicollinearity Test 

The multicollinearity test aims to test whether there is a correlation between the 

independent variables in the regression model. Multicollinearity detection can be done by 

calculating the value of Variance Inflation Factor (VIF). The hypotheses used in the 

multicollinearity test are: 

𝐻0 : There is no multicollinearity in the regression model 

𝐻1 : There is multicollinearity in the regression model 
 

The VIF value from the results of the multicollinearity assumption test, which in this 

observation was obtained using R software, can be seen in Table 5. 

Table 5. Variance Inflation Factor (VIF) Value 

Independent Variables VIF 

Cos (province) 2.708 

Sin (province) 2.708 
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Based on the results of the multicollinearity assumption test in Table 5, the VIF value for 

each independent variable is 2,708, where VIF < 10. Thus, it can be concluded that the hypothesis 

fails to reject 𝐻0 which means that there is no multicollinearity in the regression model or between 

independent variables there is no correlation. 

 

4. Formation of the Circular Regression Model 

The results of the classical assumption testing that have been carried out in the previous discussion 

indicate that the data used in this study has met the classical assumptions. Thus, it can be concluded that 

the circular regression model used in this study has met the Best Linear Unbiased Estimator (BLUE) 

estimation model and is feasible to be used in regression analysis. 

Circular regression equation estimates were obtained using the least squares method, as shown in 

Table 6. 

Table 6. Estimation of Circular Regression Parameters 

 Estimate t value Pr(>|𝑡|) 
(Intercept) 16586.600 4.283  1.160 × 10−4  *** 

Cos (province) - 655.600 - 0.285            0.777   

Sin (province) - 9138.700 - 2.184            0.035  * 

 

Based on the estimated parameters of the circular regression equation obtained in Table 6, using 

the R software, it is possible to form a circular regression model as follows: 

𝑌 = 16586.600 − 655.600 cos(𝑝𝑟𝑜𝑣𝑖𝑛𝑐𝑒) − 9138.700 sin(𝑝𝑟𝑜𝑣𝑖𝑛𝑐𝑒)   (1) 

 

5. Goodness of Fit Test 

Statistically, the goodness of fit test will be measured using two values, namely the value of the 

coefficient of determination (𝑅2) and the value of the F statistic. 
 

1. Coefficient of Determination (𝑅2) 

The coefficient of determination (R²) is one of the statistical values that can be used to 

measure how far the model's ability to explain the variation of the response variable is. The value 

of the coefficient of determination used in this study is the adjusted R-squared value, this is 

because many independent variables used in this study consist of more than or equal to two 

independent variables. 

By using the formed circular regression model, the coefficient of determination is obtained 

as shown in Table 7. 

Table 7. Coefficient of Determination Value (𝑅2) 

Multiple R-squared Adjusted R-squared 

0.8386 0.8303 

Based on the adjusted R-squared value obtained in Table 7, which is 0.8303, it can be 

concluded that 83.03% of the diversity in the number of outflows of BI banknotes can be 

explained by the circular regression model formed, while the remaining 16.97% is influenced by 

other factors outside model. 

 

2. F Statistic Test 

The F statistic test is basically used to test the feasibility of the model by showing whether 

all the independent variables included in the model have a joint effect on the response variables 

or not. The hypothesis used in the F test for this study is as follows: 

𝐻0 : The independent variables cos (province) and sin (province) simultaneously have no 

significant effect on the number of outflows of BI banknotes 

𝐻1 : The independent variables cos (province) and sin (province) simultaneously have a 

significant effect on the number of outflows of BI banknotes 
 

The results of the simultaneous significant test (F test) obtained using R software can be 

seen in Table 8 below: 
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Table 8. Simultaneous Test Results (F Test) 

F-statistic p-value 

101.300 3.582 × 10−16 

 

The F test results shown in Table 8 show that the 𝐹𝑐𝑜𝑢𝑛𝑡 value of 101,300. This value will 

be compared with the value from 𝐹𝑡𝑎𝑏𝑙𝑒 obtained in table F (DF1 = 2, DF2 = 39, 𝛼 = 5%), which 

is 3.240. Based on the comparison results, it is concluded that the value of 𝐹𝑐𝑜𝑢𝑛𝑡 > 𝐹𝑡𝑎𝑏𝑙𝑒, so 

that the hypothesis rejects 𝐻0 or in other words the independent variables cos (province) and sin 

(province) simultaneously have a significant effect on the amount of outflow of BI banknotes. 

Meanwhile, by comparing the p-value in Table 8 with the significance level of 0.05, it will be 

found that the p-value (3,582 × 10−16) < 0.05. Thus, it can be concluded that the hypothesis also 

rejects 𝐻0. 

 

6. Forecasting 

The last step in data analysis in this study, namely data forecasting. Forecasting method used in 

the process of data forecasting on the number of outflows of Bank Indonesia rupiah banknotes in eastern 

Indonesia for the 2019-2020 period is the time series method, which is based on the use of analysis of 

the relationship pattern between the estimated variables and the time variable. So that the results of data 

forecasting on the number of outflows of Bank Indonesia rupiah banknotes in eastern Indonesia for the 

2019-2020 period are obtained as shown in Table 9. 

Table 9. Forecasting Data 

Region 
Forecasting Data 

2019 2020 

Bali 14576.238 9850.357 

West Kalimantan 13266.409 10851.218 

South Kalimantan 12030.746 11980.197 

Central Kalimantan 10896.852 13212.075 

East Kalimantan 9890.058 14519.334 

Maluku 9032.852 15872.770 

North Maluku 8344.383 17242.152 

West Nusa Tenggara 7840.032 18596.889 

East Nusa Tenggara 7531.063 19906.719 

Papua 7424.379 21142.382 

South Sulawesi 7522.364 22276.275 

Central Sulawesi 7822.827 23283.070 

Southeast Sulawesi 8319.058 24140.276 

North Sulawesi 8999.972 24828.744 

 

CONCLUSION 

Based on the results and discussions that have been carried out in this study, it can be concluded 

that the circular regression model which is formed based on the parameter estimates obtained has met 

the classical assumption test. It is also concluded that the independent variables cos (province) and sin 

(province) together have a significant effect on the data on the number of outflows of BI banknotes, with 

the coefficient of determination of the circular regression model of 83.03%. In addition, data forecasting 

on the number of outflows of Bank Indonesia rupiah banknotes in eastern Indonesia for the period 2019-

2020 is carried out using the time series forecasting method which is based on the use of analysis of the 

relationship pattern between the estimated variables and the time variable. 
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