APPLICATION OF THE ARIMA METHOD IN FORECASTING THE PRICE RED CAYENNE PEPPER IN MAKASSAR CITY
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ABSTRACT

Red chili is one of the commodities with very tall cost changes. The cost variance of red chili can be caused by a huge amount of supply and request. The higher the amount of supply, the lower the cost, and the lower the amount of supply, the higher the cost. This study aims to implement the ARIMA method in forecasting red cayenne pepper prices in Makassar City. Data analysis to forecast red cayenne pepper prices used the ARIMA method with the results show that the price range of chili is from IDR 13,000 to IDR 80,000, with a mean value of IDR 38,218. The model with the minimum SSE and MSE value is ARIMA(1,1,1), so this model be used in time series data modeling for forecasting. The results of forecasting using the best model obtained a MAPE value of 15.90%, which is in the range of 10-20%, so it can be concluded that the ability of the ARIMA(1,1,1) model in forecasting the price of red cayenne pepper includes the good category.
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INTRODUCTION

Cayenne pepper (*Capsicum frutescens*) is a fruit and a plant from the genus *Capsicum* whose fruit grows upwards. The fruits are size small green when not yet ripe and turn dark red when ripe. This type of chili is widely cultivated and used in dishes in various countries, including Indonesia. This chili is known for its strong spicy taste and diverse nutritional content. Chili is one of the leading national vegetable commodities with high adaptability and economic value. Chili is an agricultural strategic commodity that receives serious attention from the government and business actors due to its contribution to national economics (Wulandari, 2020). Red chili is one of the commodities with quite high price fluctuations. The price fluctuation of red chili can be caused by a large quantity of supply and demand. The higher the quantity of supply, the lower the price, and the lower the quantity of supply, the higher the price (Sukmawati et al., 2016).

Data from the Food Security Service of Makassar City show that from January to May 2024, the average price of red cayenne pepper in Makassar City is between IDR 37,000 and 47,000/kg. Data from 2023 show that the lowest price of red cayenne pepper in Makassar City occurs in September at IDR 15,000 and the highest price in December at IDR 74,000. This fluctuating price has led to several methods for forecasting chili prices being applied. Price changes will produce a data distribution that fluctuates over time, so this called a time series. Data that is not stationary over time and fluctuates constantly can be forecast through time series (Angelo et al., 2023).

Several methods for forecasting red cayenne pepper prices include Holt-Winters exponential smoothing, which was conducted by (Siregar et al., 2021) and obtained a MAPE forecasting result of 31%. Komaria et al. (2020) used the Fuzzy Time Series Model Lee with a MAPE result of 13.09% (Komaria et al., 2023). The forecast of red cayenne pepper used the Kalman Filter Algorithm with MAPE results of 34.3% in the Legi Market and 31.76% in the Sumoroto Market in forecasting the red cayenne pepper prices (Rohmah, 2024). Besides those methods, the integrated autoregressive moving average (ARIMA) method which provided a MAPE result of 3.84% with the ARIMA model (1,0,1) (Putra et al., 2021). The ARIMA model is effective in forecasting with minor forecasting error (Yasmin & Moniruzzaman, 2024). The ARIMA model is effectively used to forecast historical data and is popularly used to forecast time series data (Bagwan, 2024).

This study aims to implement the ARIMA method in forecasting red cayenne pepper prices in Makassar City. ARIMA is combination of several function autoregression (AR), integration (I), and moving averages (MA) which are able to forecast future values based on historical data (Abu et al., 2024). It used an iterative approach to identify the most appropriate model of all possible models, which can use all types of data (Buchori & Sukmono, 2018).

MATERIALS AND METHODS

This study used daily data on red cayenne pepper prices in Makassar City from July 14, 2022, to May 14, 2024. There were 671 observation data obtained from the Food Security Service of Makassar City. Data analysis to forecast red cayenne pepper prices used the ARIMA method with the assistance of Minitab software version 16. Analysis began by conducting descriptive statistics to determine the distribution of research data. Data processing was divided into two data sets: data for modeling (training data) of 640 data and testing data of 31 data (31 days) in the last one month. The testing data used to compare actual and predict value to get the ability forecast. This modeling data was used to establish the ARIMA model with the following analysis steps.

a. Time series model

This method is a non-stationary time series modeling. The stationary test was conducted by checking the stationarity of the variance and mean. Stationarity of variance can be found through the Box-Cox transformation. Non-stationarity data of mean can be subjected to a differencing process. A time series data \( \{Y_t\} \) is stated to follow an autoregressive integrated moving average model if the \( d \)-th difference \( Z_t = \nabla^d Y_t \) is a stationary ARMA process. If \( \{Z_t\} \) follows an ARMA(p,q) model, we say that \( \{Y_t\} \) is in the ARIMA(p,d,q) process with \( d=1 \) or at most 2. Stationary data then can be modeled with ARIMA (p,d,q) by the checking cut-off after lag in Autocorrelations Function (ACF) and Partial Autocorrelations Function (PACF) values with the conditions as in Table 1 below (Raftery, 2008).

<table>
<thead>
<tr>
<th>ACF</th>
<th>PACF</th>
<th>ARMA(p,q), p&gt;0 and q&gt;0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tails off</td>
<td>Cuts off after lag p</td>
<td>Tails off</td>
</tr>
<tr>
<td>Cuts off after lag q</td>
<td>Tails off</td>
<td>Tails off</td>
</tr>
</tbody>
</table>

Table 1. Characteristic of the ACF and PACF
ARIMA(p,d,q) model will form several tentative models according to the cut-off values in ACF and PACF.

b. The models were selected as best based on the minimum criteria of Sum Square Error (SSE) and Mean Square Error (MSE) values. SSE and MSE values can be calculated through equation (1) and (2) (El-Azab et al., 2024).

\[ \text{SSE} = \sum_{t=1}^{n} (y_t - \hat{y}_t)^2 \]  
\[ \text{MSE} = \frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2 \]  

with \( y_t \) is the t-th actual data, \( \hat{y}_t \) is the t-th forecast value (t=1,2,3,…,n).

The best ARIMA(p,d,q) model was then calculated with the forecast value \( \hat{y}_t \), then compared with the actual value and testing data through the Mean Absolute Percentage Error (MAPE) value in equation (3) below.

\[ \text{MAPE} = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{y_t - \hat{y}_t}{y_t} \right| \]  

The forecasting ability can be measured through the range of MAPE values with MAPE ≤20% has good forecast ability (Arisandi & Hafid, 2024).

RESULTS AND DISCUSSION

The description of the research data begins with analyzing time series data distribution through time series plot. The distribution of research data is shown in Figure 1.
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Figure 1. Description of red cayenne pepper prices

Figure 1 is a distribution of red cayenne pepper price data from 671 observations. The results show that the price range of chili is from IDR 13,000 to IDR 80,000, with a mean value of IDR 38,218. Furthermore, this data is separated by training and testing data. The ARIMA model was built with training data from 640 data (Figure 2) and testing data from 31 data to test the model.
The concept of stationarity can be practically described if a time series data plot has no changes in mean value over time (stationary to mean) and does not show a clear change of variance over time. Based on the time series plot in Figure 2, it can be found that the data is not yet stationary toward variance and mean, so the data requires Box-Cox transformation to overcome non-stationary toward variance and a differencing process to overcome non-stationary toward the mean.

Figure 3 is the Box-Cox transformation to overcome non-stationary variance. Assessment of stationary to variance is known through a rounded value of 1. The modeling data obtained a rounded value of 0.00 (Figure 3a), so the Box-Cox transformation still requires to be carried out. The results showed that the rounded value obtained was 2 in the first transformation (Figure 3b), and then the transformation was carried out again until the rounded value of 1 (Figure 4).
Figure 4. Box-Cox of second transformation

Figure 4 shows a rounding value of 1, which means the data is stationary regarding the variance so that a differencing process is carried out if the data is not stationary regarding the mean. The results showed that the data were stationary, which means that the observation time did not affect the mean and variance of the data. This means that time series data fluctuates around a constant mean and variance, and it can be stated that time series data is stationary in mean and variance (Figure 5).

Stationary data was then modeled with ARIMA(p,d,q) modeling with a value of d=1 (1st differencing), so it will form the ARIMA(p,1,q) model. The determination of the p-th order in AR and q-th order in MA was based on the cut-off on the p-th lag of the PACF plot for the AR(p) model and the cut-off on the q-th lag of the ACF plot for the MA(q) model.
According to Figure 6, cut off after 1st lag occurs, so that the MA(1) model was obtained. In the PACF plot, it can also be seen that cut off after 1st lag occurs, so it can be concluded that the hat AR(1) model was obtained. The candidates for the ARIMA model that will be identified are ARIMA(1,1,0), ARIMA(0,1,1), and ARIMA(1,1,1) models. These model candidates will be identified and selected as the best model with the minimum SSE and MSE values.

<table>
<thead>
<tr>
<th>Model</th>
<th>SSE</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(1,1,0)</td>
<td>6368773027</td>
<td>9998074</td>
</tr>
<tr>
<td>ARIMA(0,1,1)</td>
<td>6368288240</td>
<td>9997313</td>
</tr>
<tr>
<td>ARIMA(1,1,1)</td>
<td>6354527269</td>
<td>9991395</td>
</tr>
</tbody>
</table>

Table 2 shows the model accuracy measured through SSE and MSE values. According to the three models, the model with the minimum SSE and MSE value is ARIMA(1,1,1), so the model formed is ARIMA(1,1,1), which will then be used in time series data modeling for forecasting for the next 31 periods.

<table>
<thead>
<tr>
<th>Period</th>
<th>Actual</th>
<th>Forecast</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>641</td>
<td>47430</td>
<td>47466.1</td>
<td>0.08%</td>
</tr>
<tr>
<td>642</td>
<td>45000</td>
<td>47487.9</td>
<td>5.53%</td>
</tr>
<tr>
<td>643</td>
<td>33540</td>
<td>47500.6</td>
<td>41.62%</td>
</tr>
<tr>
<td>644</td>
<td>37420</td>
<td>47507.4</td>
<td>26.96%</td>
</tr>
<tr>
<td>645</td>
<td>40000</td>
<td>47510.5</td>
<td>18.78%</td>
</tr>
<tr>
<td>646</td>
<td>40000</td>
<td>47511.2</td>
<td>18.78%</td>
</tr>
<tr>
<td>647</td>
<td>40000</td>
<td>47510.3</td>
<td>18.78%</td>
</tr>
<tr>
<td>648</td>
<td>40000</td>
<td>47508.4</td>
<td>18.77%</td>
</tr>
<tr>
<td>649</td>
<td>40000</td>
<td>47506</td>
<td>18.77%</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>663</td>
<td>45830</td>
<td>47457.5</td>
<td>3.55%</td>
</tr>
<tr>
<td>664</td>
<td>45830</td>
<td>47453.9</td>
<td>3.54%</td>
</tr>
<tr>
<td>665</td>
<td>41830</td>
<td>47450.3</td>
<td>13.44%</td>
</tr>
<tr>
<td>666</td>
<td>41830</td>
<td>47446.7</td>
<td>13.43%</td>
</tr>
<tr>
<td>667</td>
<td>38730</td>
<td>47443.1</td>
<td>22.50%</td>
</tr>
<tr>
<td>668</td>
<td>38730</td>
<td>47439.5</td>
<td>22.49%</td>
</tr>
<tr>
<td>669</td>
<td>41830</td>
<td>47435.9</td>
<td>13.40%</td>
</tr>
<tr>
<td>670</td>
<td>44720</td>
<td>47432.3</td>
<td>6.07%</td>
</tr>
<tr>
<td>671</td>
<td>44720</td>
<td>47428.7</td>
<td>6.06%</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>15.90%</td>
</tr>
</tbody>
</table>

ARIMA(1,1,1) model is used to forecast red cayenne pepper prices for periods 641 to 671 and compare the forecast values with actual values (Table 3). The results of the comparison are conducted MAPE calculation to measure forecasting accuracy. According to Table 3, a MAPE value of 15.90% was obtained. This is in the range of 10-20%, so it can be concluded that the ability of the ARIMA(1,1,1) model to forecast the price of red cayenne pepper includes a good category.

CONCLUSION

Forecasting the price of red cayenne pepper in Makassar City can be used using the ARIMA model. The best model is ARIMA(1,1,1) with a minimum SSE value of 6354527269 and minimum MSE value of 9991395 if compared with ARIMA(0,1,1) model and ARIMA(1,1,0) model. The results of forecasting using the best model obtained a MAPE value of 15.90%, which is in the range of ≤20%, so the researchers concluded that the ability of the ARIMA(1,1,1) model in forecasting the price of red cayenne pepper includes the good category.
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