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ABSTRACT 

The water crisis, or what is hereinafter referred to as drought, has become a systemic and crucial 

problem in several regions in Indonesia. Indonesia is an agricultural country, where the presence of 

water is very influential so that drought can become a natural disaster if it starts to cause an area to 

lose its source of income due to disturbances in agriculture and the ecosystem it causes. Drought  

forecasting can provide support solutions in preventing the impact of drought. In this paper, we compare 

the performance of wavelet fuzzy logic and the support vector machine (SVM) as a supervised learning 

method for drought forecasting in Indonesia. This study examines the monthly rainfall data for 1999-

2015 which is the basis for calculating the drought index based on the Standardized Precipitation Index 

(SPI). The SPI value used is SPI-3 at a station in East Nusa Tenggara Province. The performance of 

models is compared based on R2. The results showed that the R2 value of SVM with 60:40 data partition 

was 65.07%, for 75:25 data partition the R2 value was 76.54% and for 90:10 data partition the R2 value 

was 79.57%. Meanwhile, the R2 value of wavelet fuzzy logic is 53.6%. So it can be concluded that 

forecasting using SVM is better than wavelet fuzzy logic because the R2 value for data partition 90:10 

is 79.57%. 
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INTRODUCTION 

Drought is a global environmental disaster that occurs when precipitation falls below a certain 

level for an extended length of time. The economy, agriculture, water resources, tourism, and 

environments are all negatively impacted [1][2][3]. In this sense, the most effective method for precise 

drought prediction needs to be discovered in order to reduce its negative consequences on the 

environment and wildlife. This study's goal is to demonstrate how artificial intelligence techniques are 

frequently applied to drought forecasting. The Standard Precipitation Index (SPI), which is produced by 

(McKee et al. 1993), is frequently used to anticipate drought within specific precipitation time periods. 

According to the SPI, positive values imply wet circumstances, while higher negative values suggest 

severe drought. higher negative values indicate moderate drought. 

In recent years, many models of drought forecasting have been developed [5][6]. Cancelliere et 

al. (2005) used an SPI time series autocovariance matrix to forecast the values of the Standard 

Precipitation Index (SPI). Autoregressive integrated moving average (ARIMA) and multiplicative 

seasonal ARIMA were created by Mishra and Desai (2005) in order to use the SPI value to anticipate 

droughts. Zhang et al. (2019) compared the ability of the ARIMA, WNN, and SVM models to forecast 

the occurrence of drought using the SPEI index in Sanjiang Plain, China. In order to anticipate drought, 

Mokhtarzad et al. (2017) compared a number of techniques, including ANN, ANFIS, and SVM. SPI is 

the output parameter, and the following input parameters are used: temperature, humidity, and 

precipitation. Their results show that the SVM model offers more accurate values for forecasting, 

claiming that the SVM model is more precise than ANN and ANFIS. Neural Networks, Wavelet Neural 

Networks, and Support Vector Regression to Forecast Drought are used by Belayneh and Adamowski 

(2012). Their findings demonstrate that the combined wavelet neural network (WN) model is the best 

model for predicting the value of SPI over multiple waiting times in the Awash River Basin in Ethiopia.. 

In this paper, we compare the performance of wavelet fuzzy logic and the support vector 

machine (SVM) for drought forecasting in Indonesia. This study examines the monthly rainfall data for 

1999-2015 which is the basis for calculating the drought index based on the Standardized Precipitation 

Index (SPI). The SPI value used is SPI-3 at a station in East Nusa Tenggara Province. The performance 

of models is compared based on R2.  

 

MATERIALS AND METHODS 

Study Area and Data 

Indonesia is an archipelagic country that stretches astronomically from 95° east longitude to 141° 

east longitude and is located between 6° north latitude to 11° south latitude. Besides, geographically, 

Indonesia is located between two continents and two oceans. This location makes Indonesia has three 

main climates, namely hot climate, monsoon climate and sea climate and has two seasons, namely 

summer and rainy season.  

East Nusa Tenggara is one of the provinces in the drought emergency category. Almost every 

year this island-based province has to go through a long dry season. This research is focused on one of 

the stations in the province of East Nusa Tenggara, namely the Komodo meteorological station, West 

Manggarai. The National Center for Environmental Prediction–NOAA website, 

http://www.esrl.noaa.gov, provided monthly rainfall data for the years 1999 to 2015, which served as 

the secondary data source for this study.  The data to be used are the monthly rainfall data (X1), the SPI 

value (X2), and the nature of the weather (Y). Table 1 shows the classes of SPI. 

 

Table 1. SPI drought severity classes [17] 

SPI Value Class 

SPI≥2.00 Extreme wet 

1.5≤SPI≤1.99 Very wet 

1≤SPI≤1.49 Moderate wet 

-0.99≤SPI≤0.99 Near normal 

-1.49≤SPI≤-1 Moderate dry 

-1.99≤SPI≤-1.5 Severe dry 

SPI≤-2 Extreme dry 
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Wavelet 

Local analysis, which is capable of showing signal information that other signal analyzers do not 

have, such as trends, breakpoints, and similarities, is the main thing that can be done by wavelet analysis. 

Because of its ability to view data from different sides without showing quality deterioration, wavelets 

are able to simplify and reduce noise. Wavelet transformations are split into two types, namely 

Continuous Wavelet Transformation, which is useful in all real numbers for defined time-series data, 

and Discrete Wavelet Transformation, which is useful in the integer range for time series data[12].  

The way Continuous Wavelet Transformation (CWT) works is to calculate the convolution of the 

signal with a modulation window on each desired scale at any time. The scale is related to frequency in 

this transformation scale and translation, while translation is the location of the modulation window as 

it is shifted along the time-related signal. CWT can be defined, mathematically, as follows:\ 

 

𝑊𝑛(𝑠) = ∑ 𝑥𝑛′𝜓 ∗ [
(𝑛′ − 𝑛)𝛿𝑡

𝑠
]

𝑁−1

𝑛′=0

, (1) 

with 

𝑊𝑛(𝑠) : wavelet transform 

𝑠    : scale 

𝛿𝑡  : time spacing 

𝑛    : 1, 2, ⋯ , 𝑁 

𝑛′   : 0, 1, ⋯ , 𝑁 − 1 

𝑥    : time series data before wavelet transfformation 

𝜓 ∗ : wavelet transformation, where * denotes complex 

conjugate 

𝑁    : number of data 

 

 

The primary distinction from the Fourier transform, which just employs the sinus function as the 

modulation window, is that the basic wavelet function can be tailored as needed to achieve the optimal 

transformation outcomes. Based on the information gathered during the decomposition process, the 

mother wavelet is employed in the wavelet transformation. This study made use of the Morlet mother 

wavelet. 

𝜓(𝜂) = 𝜋−1/4𝑒𝑖𝜔0𝜂𝑒−𝜂2/2, 
with 

𝜓(𝜂) : wavelet function 

𝜔0     : for morlet 6 

𝜂       : 
𝑡−1

𝑠
 

𝑖        : 1, 2, ⋯ , 𝑁 

 

(2) 

The next step after the decomposition is performed is the wavelet reconstruction with the function: 

𝑥𝑛 =
𝛿𝑗𝛿𝑡1/2

𝐶𝛿𝜓
0

(0)
∑

ℜ{𝑊𝑛(𝑠𝑗)}

𝑠𝑗

1/2

𝐽

𝑗=0

, 

with  

𝑥𝑛       : reconstructed data 

𝐶𝛿       : reconstruction actor (for morlet 0,776) 

𝛿𝑗        : factor for scale averaging (for morlet 0,6) 

𝜓
0

(0)  : for morlet 𝜋 − 1 4⁄  

𝑊𝑛(𝑠) : wavelet transform 

𝐽          : many scales 

𝑗          : 0, 1, 2, ⋯ , 𝐽 

 

(3) 

Fuzzy Logic 

Fuzzy logic was first developed by Lotfi Zadeh in 1965. Its core ideas were convexity, 

complement, union, intersection, inclusion, and connection. With fuzzy logic, human knowledge 

systems can be easily and effectively implemented in machine language. To describe its behavior, Fuzzy 



 

 

Sain et al   Vol. 4 No. 1 2024 

26 

 

logic utilizes a set of rules. The Fuzzy set has a characteristic value function which includes actual 

numbers in the interval [13].  

 Small modifications can cause important differences in the use of the classical set, so the use of 

the classical set is considered unfair. To solve this problem, fuzzy sets are used. In a fuzzy set, based on 

how large their existence is in the set that can be seen from the membership value. 

 

Support Vector Machine 

SVM was initially used in 1995 to generate predictions for regression and classification models 

[14][18]. The SVM approach consistently finds the same answer while searching for the best possible 

global solution. SVM maps a high-dimensional space using training data in order to function  [16][18]. 

In a high dimensional space, a classifier that can maximize the margin between two data classes will be 

looked for. By using this method, it is possible to determine which separator function among infinite 

functions is the best at separating two data sets from distinct classes (-1, +1) or at being the best 

hyperplane. 

At its core, SVM is a linear classifier, or more specifically, classification cases that are separable 

linearly. Within the linear classification, SVM is divided into two categories: separable and non-

separable categories. Given a set of 𝑿 =  {𝑥1, 𝑥2, ⋯ , 𝑥𝑛}, with 𝒙𝒊 ∈  𝑹𝒏, 𝑖 = 1, ⋯ , 𝑛. With 𝑦𝑖 = +1, 

else  𝑦𝑖 = −1, so that the data pair becomes (𝑥1,  𝑦1), (𝑥2,  𝑦2), …, (𝑥𝑛,  𝑦𝑛) a training vector set of two 

groups to be categorized by SVM [15][16][18], 

(𝒙𝒊,  𝑦𝑖), 𝒙𝒊 ∈  𝑹𝒏,  𝑦𝑖 ∈  {−1, 1}, 𝑖 = 1, ⋯ , 𝑛 (4) 

A hyperplane separator is called 𝒘, and a parameter specifies the relative plane location to a central 

coordinate b and shows the following: 

(𝒘𝑇 . 𝒙) +  𝑏 = 0 (5) 

It must satisfy this limitation when defining canonical-shaped hyperplane separation [15][16][8]. 

𝑦𝑖  [(𝒘𝑇 . 𝒙𝒊) +  𝑏] ≥ 1,   𝑖 = 1, 2, ⋯ , 𝑛   (6) 

when obtaining the ideal hyperplane by maximizing the 
2

‖𝒘‖
  margin or minimizing the following feature: 

𝚽(𝒘)  =  
1

2
 ‖𝒘‖2 

(7) 

The Langrange function, where is the Lagrange multiplier, is used to optimize. Primal space is 

Lagrange's function, which leads to the following outcomes. 

�̂� = arg
min

α

 
 
1

2
 ∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗(𝒙𝒊

𝑇 . 𝒙𝑗)

𝑛

𝑗=1

𝑛

𝑖=1

− ∑ 𝛼𝑖

𝑙

𝑖=1

 

(8) 

with, 

𝛼𝑖 ≥ 0, 𝑖 = 1, 2, ⋯ , 𝑛  and  ∑ 𝛼𝑖𝑦𝑖 = 0

𝑛

𝑖=1

 
(9) 

thus the classification using the following formula [20], 

𝑓(𝑥) = ℎ(�̂�𝑇 . 𝒙 +  �̂�) (10) 

where, 

ℎ(𝑥) =  {
−1, 𝑥 <  −1
    𝑥, −1 ≤ 𝑥 ≤ 1
1,             𝑥 > 1

 

 

(11) 

𝒘 =  ∑ 𝛼�̂�𝑦𝑖𝒙𝑖

𝑛

𝑖=1

      𝑑𝑎𝑛      �̂� =  −
1

2
 𝒘(𝒙𝑟 + 𝒙𝑠) 

(12) 

For nonlinear data case, SVM classifies by solving the following optimization problems [16]: 

�̂�  =  arg
min

α

 
 
1

2
 ∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗  𝑲(𝒙𝑖, 𝒙𝑗)

𝑙

𝑗=1

𝑙

𝑖=1

− ∑ 𝛼𝑖 

𝑙

𝑖=1

 

(13) 

𝑲(𝒙𝒊, 𝒙𝒋) It is a kernel function and the classification equation for new data is: 

𝑓(𝒙) = 𝑠𝑖𝑔𝑛 (∑ 𝛼�̂�

𝑆𝑉𝑠

𝑦𝑖𝑲(𝒙𝒊, 𝒙𝒋) +  �̂�) 
(14) 

 

 

 



 

 

Sain et al   Vol. 4 No. 1 2024 

27 

 

where  

�̂�. 𝒙 =  ∑ 𝜶�̂�

𝑆𝑉𝑠

𝑦𝑖𝑲(𝒙𝒊, 𝒙𝒋) 

�̂� =  −
1

2
 ∑ 𝜶�̂�

𝑆𝑉𝑠

𝑦𝑖[𝑲(𝒙𝒓, 𝒙𝒊) +  𝑲(𝒙𝒔, 𝒙𝒊)] 

 

 

(15) 

 

RESULTS AND DISCUSSION 

Figure 1 shows the rainfall data utilized in the time series display. Figure 1 shows a pattern 

generated from monthly rainfall data plots over a 16-year period. Neither too dry nor excessively wet, 

Indonesia's typical weather has been close to normal for the past sixteen years. Based on Figure 1, 

Indonesia had through three periods of severe drought, however not as severe as one in August 2000, 

August 2004, and August 2006. 

 

 
Figure 1. The plot of time series data. 

 

The data used in this study will be partitioned into several training data and test data with a ratio 

of 1. 60:40, 2. 75:25, and 3. 90:10. It can be seen in Figure 2 which shows the results of forecasting 

using the SVM method for training data and Figure 3 which shows the results of forecasting using the 

SVM method for testing data. In each figure, a shows the 60:40 data partition, b is the 75:25 data 

partition and c is the 90:10 data partition. In each figure, the actual data represented by the red line is 

compared with the predicted data represented by the blue line. 

 

 
         a                  b 

 
c 

Figure 2. Forecast results using the SVM method for training data 
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                 a                           b 

 
c 

Figure 3. Forecast results using the SVM method for testing data 

 

Table 2. Test results. 

The models Num. Of data 

(%) 

Training Data Testing Data 

MSE RMSE R2 MSE RMSE R2 

 60:40 0.1617 0.4020 0.8048 0.2728 0.5223 0.6507 

SVM 75:25 0.1997 0.4469 0.6937 0.2011 0.4484 0.7654 

 90:10 0.1876 0.4331 0.7348 0.1519 0.3898 0.7957 

WF - - - 0.1130 - - 0.5360 

 

From Table 2 it can be seen that the R2 value of SVM with 60:40 data partition is 65.07%, for 

data partition 75:25 the R2 value is 76.54% and for data partition 90:10 the R2 value is 79.57%. 

Meanwhile, the R2 value of wavelet fuzzy logic is 53.6%. So it can be concluded that forecasting using 

SVM is better than wavelet fuzzy logic because the R2 value for data partition 90:10 is 79.57%. 

 

CONCLUSIONS 

The results of the research conducted showed lower errors and more predictive accuracy of the 

two methods being compared. The SVM method shows that flexibility and higher accuracy compared 

to other methods can be used in simulation and forecasting. This is indicated by a higher R2 value using 

the 90:10 data partition. The results showed that R2 of wavelet fuzzy logic is smaller than one of SVM. 

It can be concluded that SVM is better than the wavelet fuzzy logic for forecasting SPI value of drought 

in Indonesia. These results indicate that machine learning can be successful by using more training data, 

so that further research can be carried out using even larger data. Future studies should try to examine 

the wavelet fuzzy and SVM method and use these new techniques to explore SPI forecasts in other 

regions with different characteristics. Future research should also try to measure time-shift errors as it 

is part of forecasting issues with the regression model.  
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